
1. Introduction 
 

Induction surface hardening is an established and resource-
saving process for the heat treatment of steel components. 
One particular problem is its difficulty of prediction, 
especially in the case of ferromagnetic materials. Reasons 
are the strong dependence of the magnetic properties of the 
workpiece on temperature and its non-linear behavior, 
notably with longer process times and in temperature ranges 
close and above the Curie temperature 1,2). An accurate 
prediction of the mechanisms occurring in the heating 
process is becoming increasingly relevant with regard to the 
development of further potential in the field of inductive 
surface hardening, like the investigation on bainitic-
martensitic mixed microstructure with the objective of 
increasing the component durability 3,4). 

For most of the existing simulation models, there is a 
choice between accuracy and computational cost. Also, they 
may be limited by the capabilities of the simulation 
environment, including temperature dependent material 
properties and phase transformations. The focus is often on 
reducing or simplifying the proportion of electromagnetic 
simulation, as it is in general the most time-consuming part 
of the simulation. Several studies investigated 
simplifications and optimal adaptations of the magnetization 
curves of ferromagnetic materials to improve the 
electromagnetic model 5–7). Often indirectly or weakly 
coupled simulation models are used, which solves the 
electromagnetic and the thermal-mechanical model 
separately and then combines the results in an iterative way. 
Previous studies have shown that the complexity of the 
electromagnetic model can be reduced by including 
analytical models 8,9). Furthermore, so called multi-fidelity 
optimization approaches can support the electromagnetic 
and the thermal-mechanical model as well 10). In fact, these 
investigations already have led to excellent simulation 
results of the material properties with a large reduction of the 
process time for AISI 4140. 

This work focusses on another aspect, namely the 
possibility of using electromagnetic simulation as efficiently 
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as possible without introducing additional models. For this 
purpose, the simplification using a fictive permeability for 
ferromagnetic materials proposed by D. Labridis et al. 7) has 
been studied, introducing an optimized coupling between the 
electromagnetic and thermal-mechanical systems. Finally, 
an induction surface hardening process was simulated with 
AISI 4140, including a heating and a quenching step. 

 
2. Methods 

 
2.1 Simulation framework 

The current simulation and material model is based on the 
previous works of M. Schwenk 11) and D. Kaiser et al. 12,13). 
As seen in Figure 1, an indirectly coupled, also called weakly 
coupled, electromagnetic-thermal finite element method is 
applied 1). The simulation framework is Abaqus 2019 using 
custom subroutines. The control as well as the data transfer 
between the individual sections of the simulation are 
programmed in Python. 

 

 
Figure 1:Schematic representation of the simulation framework 

2.1.1 Electromagnetic Simulation 
The model first solves the electromagnetic simulation to 

estimate the eddy current losses. D. Labridis et al. introduced 
a linear magnetization curve that is congruent to the 
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hysteresis of the magnetization curve of ferromagnetic 
materials and thus, makes it possible to calculate the 
electromagnetic simulation with a time harmonic approach7). 
This leads to a much more efficient steady-state simulation 
compared to a step-by-step simulation of the eddy current 
losses. The electromagnetic simulation is executed 
iteratively via a Python script. Thereby, the resulting fictive 
permeability in the workpiece µ* is calculated for each 
element until the changes in the simulation result are within 
a specified tolerance. Phase fractions with ferromagnetic 
properties like ferrite, bainite or martensite and austenitic 
fractions with paramagnetic properties are considered, but 
constant for each element during the simulation step. After 
that, the generated Joule heat is passed to the transient 
thermal-mechanical simulation as a body heat flux using it 
as a boundary condition for the thermal-mechanical step. 

 
2.1.2 Thermal-mechanical Simulation 

The structure of the thermal-mechanical material model 
used in the simulation has been described and discussed in 
previous publications 12–15). In this step, the phase 
transformation as well as the mechanical properties are 
determined. The resulting phase fractions wi as well as the 
resulting temperature profile of the heat conduction inside 
the part are transferred to the next step of the electromagnetic 
simulation. The iteration step that connects both models of 
the simulation is also called external iteration step or 
external time step Δtext, and is determined by the duration of 
the transient thermal-mechanical simulation. 

 
2.2 Model geometry 
 

 
Figure 2: Schematic representation of the model geometry in Abaqus 2019 

As shown in Figure 2, The geometry of the simulated 
specimen corresponds to a shaft with a diameter of 30 mm, 
whereby only a circular section of 4° with an axial length of 
0.01 mm was simulated in order to reduce the computational 
cost. The distance to the inductor is 1 mm radial. A bias along 
the radial axis, with a minimum of 0.002 mm and a 
maximum of 0.2 mm was used for the workpiece. While the 

 

electromagnetic model accounts for workpiece, inductor, 
field concentrator and surrounding air, the thermal-
mechanical model was reduced to the workpiece. This leads 
to a thermal-mechanical model, which consists of a total of 
556 elements, and an electromagnetic model, which contains 
a total of 1128 elements. The boundary conditions were 
chosen to exploit the symmetry of the assembly. 
 
2.3 Implementation of the optimized external time step 

The external time step Δtext is the core of this investigation 
and the only parameter that was changed during this study. 
The assumption is that the permeability and its temporal 
course are decisive for the course of the eddy currents losses 
in the process and thus, for the heat flow in the workpiece. 
The hysteresis of the magnetization curve and therefore the 
fictive permeability for AISI 4140 changes only slightly up 
to a temperature of 673 K and starts to drop drastically after 
a temperature of 873 K, until it approaches the magnetic field 
constant at the Curie temperature 11). The Curie temperature 
for this simulation is set to 1026 K. 

To determine Δtext a simulation is performed with a 
relatively large time step of 0.2 s to get a first temperature 
profile. Analyzing this profile and its temperature gradient 
compared to the initial condition of the workpiece, a time 
step is calculated using the current maximum heating rate, 
the current maximum temperature and the target temperature 
of 873 K. For the next time step, the previous temperature 
profile is used in the same way until the target temperature 
is reached or exceeded. After exceeding this temperature, a 
minimum time step of 0.01 s was set, which is maintained 
until the end of the heating process. 

 
3. Results 

 
In Figure 3 (a) the temperature curve as well as the curve 

of the fictive permeability µ* of an element over time at the 
edge of the workpiece is visualized. The inductor frequency 
is set to 30 kHz and a heating rate of ~1015 K/s is chosen. 
The curves show the development at different external time 
steps Δtext. The optimized time step and the time step with an 
increment of 0.1 s were additionally illustrated with vertical 
lines in the corresponding color to visualize the effect on the 
respective temperature curves. In Figure 3 (b) the 
development of the austenite fraction wa during the phase 
transformation is visualized. 

 

          
Figure 3: (a) Profile of temperature and fictive permeability during induction heating; (b) Profile of the austenite fractions during phase transformation 



The simulation time t and maximum temperature Tmax after 
1 s induction heating are listed in Table 1. Furthermore, the 
maximum hardness HVmax at the edge after quenching and 
the surface hardening depth Shd were compared. The surface 
hardening depth is defined as the distance from the surface 
with a decrease in hardness to 575 HV 16). Since the total 
simulation time strongly depends on the processor power 
and the number of CPUs used, only the relative values of the 
total simulation time are shown. The simulation time for the 
highest resolution of Δtext. was 49 hours. Further simulations 
with different frequencies and heating rates showed similar 
results and tendencies. 
 

Table 1: Values for the simulation with ~1015 K/s heating rate 
Δtext t % Tmax HVmax Shd 
0.1 s 4% 1387 K 729,09 HV 2,08 mm 
0.01 s 47% 1314 K 729,16 HV 2,01 mm 
0.005 s 100% 1308 K 729,16 HV 2,00 mm 
Opt. 16% 1310 K 729,11 HV 1,99 mm 
 

4. Discussion 
 

A similar profile of the austenite fraction wa and fictive 
permeability µ* is accompanied by the same temperature 
history. This is significant for a constant but too large time 
step, which leads to a poor temporal grid when the Curie 
temperature is exceeded and changing phase fractions were 
underestimated. As a consequence, an inappropriate heat 
flow is calculated during the electromagnetic simulation. 
Below the Curie temperature, the changes in the magnetic 
properties due to a rising temperature is mainly responsible 
for changes within the temperature curves. Above the Curie 
temperature, this change is extensively accelerated by the 
starting austenite formation. At 0.4 s, the maximum austenite 
fraction at the boundary is ~62% for Δtext with higher 
resolutions and only 9% for Δtext with 0.1 s. Thus, the eddy 
current losses and therefore the heat flow of the large 
resolution step is overestimated, making a difference in 
austenite fraction the main cause of the differences in the 
temperature field.  

As the simulation progresses, the austinite fraction 
equalizes, which in turn leads to a similar heating rate and 
an alignment of the temperature curves. At the end of the 
heating cycle, the maximum temperature with a Δtext of 0.1 s 
is higher than the maximum temperature of the simulations 
with a higher Δtext resolution. The difference in the 
temperature profile results also in a slightly higher hardening 
depth. The optimized time step comes to an accurate result 
with a reduction in simulation time of 65% compared to the 
simulation with a constant Δtext of 0.01 s. Doing the same 
comparison for the simulation with a constant Δtext of 0.1 s, 
it still comes to an acceptable result while reducing the 
simulation time to 91%. 

In summary, the massive reduction in simulation time with 
a relatively large time step allows qualitatively sufficient 
statements about the hardening process. This is especially 
valid if the maximum workpiece temperature during the 
process remains below the Curie temperature and without 
starting the austenite phase transformation. 

5. Conclusions 
 

The analysis of the external time step revealed significant 
differences especially for process routes with a heating 
above the Curie temperature, particularly if the time grid 
only poorly fits the crossing of this temperature as well as 
the start of the austenite formation. By optimizing the time 
step, the process time could be reduced up to 65% while 
maintaining a high accuracy. However, the use of a rough 
external time step of 0.1 s is still a good compromise in terms 
of reducing simulation time about 91%.  

Consequently, the use of large external time steps in the 
simulation of processes such as inductive tempering or 
inductive austempering of AISI 4140, should lead to 
accurate results in investigating component behavior, 
especially when the maximum temperature remains below 
the Curie temperature. 
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